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Background 

With the advancements in low-power and miniature electronics, the last decades 
have witnessed the unprecedented prosperity of wearable technology. Various 
wearable devices (smartphone, smartwatch, wireless earbuds, etc.) have been 
employed as a computing platform for human-centered sensing, which, in turn, 
facilitates the understanding of human physiological behaviors, cognitive states, 
health conditions, etc. However, many practical issues, such as energy efficiency, 
robustness to interference, unknown correlation between behaviors, etc., hinder 
the large-scale real-world deployment of these systems. My research focuses on 
wearable computing, aiming to design practical, efficient, and intelligent wearable 
sensing systems. The methodologies and tools used in my research include 
theoretical modelling, machine learning, in-the-wild measurement and 
experimentation, as well as system design, instrumentation, and optimization. 

Research Areas  

 Ultra-low-power Sensing with Energy Harvesting Wearables 
Wearable devices are usually powered by batteries with a limited energy 
budget. Frequent recharging or battery replacement poses burdens on users, 
increases the cost, and restricts long-term sensing and monitoring. To extend 
the battery lifetime, my research innovates in two dimensions by integrating 
energy harvesters into wearable devices. Specifically, the energy harvester not 
only serves as an extra power source (by harvesting energy from human 
activities or surrounding environment) but also works as an energy-free sensor 
to sense human behaviors. The following describes two threads of work that 
realize the proposed idea on different wearables with different energy sources. 

Kinetic Energy Harvester based Human Activity Sensing: Since human daily 
activities (e.g., walking and running) contain fruitful kinetic energy, we utilize 
the piezoelectric energy harvester to acquire the energy. In the meantime, the 
electrical output of the energy harvester is used as the sensing signal to infer 
human activities, based on the rationale that energy generation is actually 
resulted from human movements. With this principle, we explored and 
demonstrated multiple applications including human activity recognition [1], 
transportation mode detection [2], short-range acoustic communication [3], and 
gait recognition [4-5]. One step further, we optimized the system hardware 
design and proposed a suite of signal processing techniques to achieve 
simultaneous energy harvesting and sensing. This work was published at IEEE 
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IoTDI 2018 [4] and IEEE TMC [5], and its corresponding demonstration 
received the Best Demo Runner-up Award at IoTDI 2018.  

   
Fig.1 Energy harvesting prototype for human activity recognition and gait 
authentication (left), and for acoustic communication (right). 

Solar Cell based Hand Gesture Recognition: besides human motions, the 
environment is another viable energy source for wearable devices.  Solar 
energy harvesting is a promising direction due to the omnipresent availability, 
high energy density, and cost-free nature of light/sunlight. However, 
conventional silicon solar panels are opaque and rigid, making their adoption 
on wearables problematic in both integration difficulty and impairment on 
device appearance. To obviate this issue, we built organic transparent solar 
cells (looks like clear glass), which can transform the screen of electronics into 
an energy harvesting surface. Moreover, we achieved gesture recognition with 
solar cells, where the key insight is that each gesture interferes with incident 
light rays on the solar cell in a unique way, leaving its distinguishable signature 
in the harvested photocurrent. We further developed a 2x2 solar cell array to 
extend the number of gestures into fifteen with a recognition accuracy of 95%.  
The initial work was published at ACM MobiCom 2019 [6] and its extension  
was published at TMC [9]. Later, we also demonstrated that solar cells 
equipped on self-powered IoTs can be used for indoor localization [10]. 

   

Fig.2 Solar cell based energy harvesting and gesture recognition (left), and the 
developed solar cells (right). 

Although these works are established on wearable devices only, the proposed 
ideas are general and can be easily extended to the full spectrum of IoT 
systems. For instance, kinetic energy harvesters can gather energy from wind 
while estimating its speed and strength in environment monitoring applications 
or harvest energy from bridge/railway vibrations while performing structural 
health monitoring. Solar cells can be integrated into outdoor vending machines 
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to collect energy from sunlight and allow gesture-based interaction/purchasing, 
or be equipped on smart home IoTs that support gesture control.  

 Audio-based Human Sensing with Earables 
Recent years have witnessed a rapid growth of wireless earbuds in the 
wearable market.  People wear them for various purposes like entertainment 
(listening to music) and fitness activities (e.g., running) in daily life, which 
makes earbud a promising platform for human sensing. However, the small 
form factor and lightweight requirement of earbuds pose challenges in 
integrating multiple specialized sensor on the device. Thus, we investigate 
sensors (more specifically, the in-ear microphones) that have already existed 
in most of the current wireless earbuds. We demonstrated that with the use of 
a phenomenon known as occlusion effect, in-ear microphone can be leveraged 
to achieve multiple human sensing applications. In details, the occlusion effect 
can amplifie the low-frequency bone-conducted sound in the ear canal when 
the orifice is sealed. As a result, vibrations induced by various human 
movements can be detected.  
Activity Recognition: when human foot hit the ground, a vibration will be 
generated and then propagates across human body via bone conduction. 
When it reaches the occluded ear canal, the vibration will be amplified and 
picked up by the in-ear microphone. Consequently, we can achieve step 
counting and human activity recognition [7].  

Gesture Recognition: every finger-tapping on human face will also generate a 
vibration signal which would be amplified in the ear canal. Since the 
propagation paths from different tapping spots are distinct, the vibration signal 
shows unique pattern for each location, resulting gesture-based interaction [7]. 
Moreover, such design transforms human face into the input interface for better 
user experience.   

User Authentication: identifying the earbud’s wearer allows personalized audio 
delivery and perception. We devised two mechanisms using the in-ear 
microphone for user authentication. First, the walking-induced signals captured 
by the in-ear microphone not only show the gait information but also reflect the 
unique skeleton of the user [8]. Second, given that the occlusion effect is 
determined by the unique ear canal geometry, the sounds captured by the in-
ear and out-ear microphones exhibit a unique correlation [11]. Both 
mechanisms have been demonstrated to achieve excellent user authentication 
performance. 

Heart Rate (HR) Estimation: heart beat induced sound can also propagate to 
the in-ear and be amplified, thereby achieving HR estimation using the in-ear 
microphone. However, human walking and running generate much stronger 
vibration than heart beat, affecting the estimation performance. We devised a 
deep neural network to suppress such interference and achieved accurate HR 
tracking [12].  

Speech Enhancement: human speech captured by the in-ear microphone is 
more robust to external noise due to the occlusion effect and the attenuation of 
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earbuds. However, it lacks the high frequency speech information, thereby 
sounds unnatural. To enhance human speech in noisy conditions, we proposed 
the joint use of the in-ear and out-ear microphones, and designed a suit of 
techniques to effectively fuse the two signals [15].  

 

Fig.3 Illustration of ear canal anatomy and the occlusion effect (left), the 
designed face-tapping gestures (middle), and the comparison of in-ear and out 
ear speech/sound (right). 

This thread of work pioneers accurate yet robust audio-based human sensing 
on earables and exhibits the potential to breed a variety of sensing applications 
such as tooth clenching detection, dietary monitoring, etc. Moreover, since no 
hardware modification is required, these applications can be easily 
commercialized by simply implementing a software update. 

 Class Incremental Learning  
Many deep learning applications, like keyword spotting, require the 
incorporation of new concepts (classes) over time, referred to as Class 
Incremental Learning (CIL). The major challenge in CIL is catastrophic 
forgetting, i.e., preserve as much of the old knowledge as possible while 
learning new tasks. Various techniques, such as regularization, knowledge 
distillation, and exemplar, have been proposed to resolve this issue. However, 
prior works only focus on the incremental learning step, while ignoring the 
optimization of the base model training stage. We hypothesize that a more 
transferable and generalizable feature representation of the base model would 
be beneficial to incremental learning. Thus, we adopt multitask learning during 
base model training to improve the feature generalizability. Specifically, instead 
of training a single model with all the base classes, we decompose the base 
classes into multiple subsets and regard each of them as a task. These tasks 
are trained concurrently and a shared representation is obtained as the input 
to the incremental learning [14]. The proposed approach can be combined with 
many existing techniques and provide additional performance gain. 

 Future Research Agenda  
In the past few years, I have designed and demonstrated new sensing 
mechanisms that enrich the context sensing toolset for IoTs. I plan to continue 
this adventurous and exciting journey of exploring innovative and pioneering 
sensing modalities in future research. However, building upon my 
interdisciplinary research experience in mobile systems and machine learning, 
I intend to diversify into broader domains that can push the practical adoption 
and deployment of IoT systems in the real world. Specifically, I will dive into the 
following two research avenues: 
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Healthcare with Earables. Earables have been envisioned as the dominant 
device in the wearable market in the next few years. Serving as a computing 
platform, earables own great potential for future human-centric sensing 
compared to traditional wearables due to (1) earables are worn in the upper 
part of the body, which not only complements the sensing scope of 
smartphones/smartwatches, but also is more robust to intensive body artefacts 
(e.g. hand swing) during motion detection; (2) the human ear is an ideal position 
to capture various neurological, cardiovascular, and dietary signs, which 
promises great sensing potential for health monitoring. I have explored the use 
of audio signals for human activity detection, while there are a bunch of sensing 
modalities (such as EEG, EMG, PPG) that are critical for healthcare 
applications. Consequently, I plan to explore the usage of such modalities in 
different health monitoring, disease detection and intervention applications. 
Moreover, given the context of healthcare, I would shift more attention to the 
robustness and reliability of the system.   

Tiny Machine Learning on IoTs. Machine learning or deep learning has become 
a disruptive technology in almost all fields of modern science, yet with an 
essential requirement of advanced computation power. However, the 
fundamental characteristic that differentiates IoTs from other electronics (e.g., 
phones, laptops, and data centers) is the extremely constrained computation 
and storage resources. To feast the power of deep learning in real-world IoT 
systems, substantial customization and adaptation of existing deep learning 
techniques should be made. Our preliminary work has investigated efficient 
frameworks of integrating deep learning into wearable sensing [13]. Next, I plan 
to work on several aspects of tiny machine learning, including novel inference 
frameworks design, heterogeneous model design, collaborative task execution, 
and in-the-wild implementation.  

Overall, I am excited to conduct interdisciplinary research on sensing, systems, 
and artificial intelligence in the IoT world. I believe pervasive, intelligent, and 
efficient IoT systems would have a significant impact on shaping the cyber-
physical world. 
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