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Background 

My research explores two questions: What are the underlying principles of humans 
understanding conversation context as well as making proper responses, and how 
we can implement them on machine learning models? Research on this topic has to 
necessarily be at the intersection of Machine Learning, Natural Language Processing 
and Multimedia. In my lab, we are specifically interested in task-oriented dialogues, 
proactive conversational agents, and multimodal conversational search and 
recommendation as the application target. 

 
My research emphasizes on broader types of ‘understand’ the user and ‘respond’ to 
the user under certain context: 
 

 User Modeling and Interactive Understanding: how to better understand user 
preference from their past activity history, from their social context; how to 
accurately solicit user requirements from direct interaction with the user, by 
performing tasks like dialogue state tracking, multimodal understanding, etc. 

 Respond to Context: how to intelligently respond to the user based on world 
knowledge reasoning; how to effectively complete certain tasks via strategy 
modeling; how to meet users’ needs, from constrained task completion to more 
general information consumption and decision support. 

Research Areas  
 
1. User Modeling and Interactive Understanding 

Modeling from Static History. The huge amount of static user history left on the 
web provides a good foundation for performing user modeling. Collaborative 
filtering has been the most widely adopted principle to infer user preference from 
many others. As compared to the common paradigm like matrix factorization, we 
developed neural collaborative filtering to learn embeddings and perform 
predictions on them [1]. It is among the first to employ deep learning for 
recommendation systems and gain wide recognition from the community. Beyond 
collaborative filtering, we also looked into user’s social context to learn more 
accurate user representations. We proposed a generic social network embedding 
framework to preserve both the structural proximity and attribute proximity of users 
[2, 4]. It captures one of the most striking and robust empirical regularities of social 
life – homophily principle. Furthermore, we also tried to study the lexical variation 
of people of different ages to better understand them [5]. 
 
Understand Interactive Inputs. Although leveraging static history such as social 
connection, purchase records, or implicit feedback can work as powerful tool to 
understand user, it might still return us a biased or incomplete view of user 
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preference. Within a specific situation or context, user preference would be 
dynamic, detailed and sometimes even contradictory to his or her history. 
Therefore, tracking user preference through current interaction is essential. 
Common practice for dialogue state tracking (DST) has been to treat it as 
classifying the whole dialogue history into a set of pre-defined slot-value pairs, or 
generating values for different slots. Both have limitations in considering 
dependencies that occur in dialogues, and are lack of reasoning capabilities over 
turns. We proposed to track dialogue states turn-by-turn and reason over turns 
with the help of the back-end database [7]. Moreover, due to the interactive and 
progressing nature of dialogue, to combat the error accumulation conundrum, we 
developed a recursive inference mechanism to resolve DST in multi-domain 
scenarios that call for more robust and accurate tracking ability [11]. 
 
Multimodal Understanding. Although natural language might be the primary API 
for communication with people, understanding signals from other modalities, such 
as visual context is also critical. Compared to traditional text-based systems, 
multimodal dialogue enables users to easily provide an image sample instead of 
racking their minds for an appropriate text description, such as in search of fashion 
products. At the same time, it is more straight-forward for users to perceive 
information from system provided images rather than text based on supposition. 
Correspondingly, we presented the first neural multimodal belief tracker to 
demonstrate how multimodal evidence can facilitate semantic understanding and 
dialogue state tracking [13]. It investigates sub-regions of image to learn visual 
concepts and models user’s behavior patterns for more accurate tracking 
performance, which fills the semantic gap between different modalities and avoids 
being misled by strong language priors. In the specific fashion domain, we further 
bridge the gap between textual and visual modalities to achieve interpretable 
cross-modal retrieval with attribute feedback [3]. We incorporated the structural 
knowledge from domain taxonomy into the deep learning framework, which 
facilitated the interactive reasoning of search results and user intent. Moreover, in 
recognition of the central importance of knowledge to detailed understanding tasks, 
we further proposed a weak-label modeling module to automatically harvest 
fashion knowledge from social media [12]. We unified the three tasks of occasion, 
person, and clothing discovery from online sources in multiple information 
modalities. 
 

2. Respond to Context 
Knowledge-aware Generation. Generating appropriate responses for 
satisfactory task completion is the ultimate goal of task-oriented dialogue agents. 
Although multimodal conversational agents show various advantages in helping 
users, it is non-trivial to make it “smart” in generating substantive answers. 
Therefore, we presented a knowledge-aware multimodal dialogue model to 
address the limitation of text-based dialogue systems [9]. It understands fine 
grained semantics in product images and is aware of fashion style tips. The key 
idea is that the agent conditions answers based not only on conversation history, 
but also on the extracted knowledge that are relevant to the current context. 
Beyond the fashion domain, we also investigated a new solution towards building 
a crowd-sourced knowledge enhanced multimodal conversational system for 
travel. It aims to assist users in completing various travel-related tasks, such as 
searching for restaurants or things to do [6]. We ground this research on the 
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combination of multimodal understanding and recommendation techniques which 
explores the possibility of a more convenient information seeking paradigm. 
 
Strategy Modeling. In the interactive process of dialogue for task completion, 
strategy modeling plays an important role for achieving better completion results. 
Reinforcement learning has been the most prevalent approach for task-oriented 
dialogue policy learning. It usually focuses on the target agent policy and simply 
treat the user’s behavior habits or policy as part of the environment. While in real 
world scenarios, the behavior of the user often exhibits certain patterns or hidden 
policies, which can be inferred and utilized by the target agent to facilitate its own 
decision making. This strategy is common in human mental simulation by first 
imaging a specific action and the probable results before really acting it. We 
therefore propose a user behavior aware framework for policy learning I task 
oriented dialogues [14]. We explicitly estimate the user’s policy from his past 
behavior and use this estimation to improve the target agent’s policy. By 
incorporating the estimated user model output as part of the dialogue state, the 
target agent shows significant improvement on both cooperative and competitive 
task-oriented dialogues. 
 
To further drive the progress of building multimodal conversational search and 
recommendation systems using data-driven approaches, we contributed a 
multimodal multi-domain conversational search (MMConv) dataset [8]. It provides 
a large-scale multi-turn conversational corpus with fully-annotated dialogues 
spanning across several domains and modalities. Enlightened by the current 
progress in dialogue research community, we adopt both state-of-the-art pipeline 
styled methods and end-to-end styled method from them, and applied to the 
MCSR scenario systematically. We analyzed the obtained results and discussed 
what was doable and what was still missing in MCSR. Moreover, under the specific 
conversational recommendation scenario, we built a topic guided conversational 
recommender to break the single task constraint in recent works and solicit 
evidence from back-end database to support candidates reasoning [10]. 
 

3. Future Work 
MCSR is a new emerging topic which emphasizes on the interactivity coupled with 
search and recommendation to alleviate the information overload problem of users 
To make such a paradigm functional and available, there exist many challenges. 
For example, we need methods about how to handle the ambiguity or indirect 
inquiry of users; how to model the multimodal context and history; how to design 
appropriate interaction strategy; how to leverage domain and world knowledge 
how to generate fair and robust response in diverse situations; and we also see 
the issues of resources, methodologies and biases in evaluation etc. I am excited 
to look into these research opportunities and push forward the boundaries of this 
research area. 
 
Specifically, I would lay out my research in three directions: 1) investigating user 
state modeling beyond slot filling. Currently, slot filling dominates task-oriented 
dialogue research to structure user requirements in the practical sense. However, 
there exists a huge gap between traditional dialogue research setting and MSCR, 
where users tend to express their intents much more freely. It is unrealistic to fix 
ontology or even just slots in advance. Also, user intention can be expressed in 
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various ways such as via browsing history, click or purchasing records. Moreover, 
we also see different interaction behaviors like indirect inquiry which makes the 
situation even worse. Hence, I plan to explore more accurate and purpose-
oriented user state representations that seamlessly bridge user’s past (offline) 
preferences and current (online) requirements in conversation. It would facilitate 
timely conversation intervention in search sessions and enable accurate response 
generation in conversation. 2) building efficient and universal user simulators for 
automatic task-agnostic evaluation. Currently, most of the task-oriented dialogue 
systems are built and evaluated in a static corpus-based paradigm. It often leads 
to large performance gap when interacting with real users. Hence, human 
evaluation is widely applied, yet resulting in huge costs and poor reproducibility. 
In order to achieve comprehensive, fair and robust evaluation, a viable way is to 
build efficient and universal user simulators that take the place of humans to 
accomplish the interaction and judging process. This would largely facilitate 
dialogue and MCSR research and I am eager to explore along this direction. 3) 
human-in-the loop optimization for higher intelligence. Current dialogue research 
heavily relies on training model using human generated dialogue sessions. The 
intelligence acquired this way generally cannot exceed the intelligence of human. 
To overcome this, a viable way is to perform human-in-the-loop optimization for 
MCSR systems. We can vie big data as observation of world, and make use of 
these to enhance human perception hence tackle complex tasks. The tools such 
as search or recommendation algorithm itself may not be intelligent enough, but 
enhanced by collaboration with human to work on these world observation data, it 
would be able to provide us with better decision support. I plan to delve into this 
direction and get inspiration from human AI interaction research which has been 
studied by the HCI community for decades. 
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