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Background 
 
I have been well-recognized internationally for my work on self-organizing neural networks, 
called Adaptive Resonance Theory (ART), for machine learning, multimodal information 
mining, and high-level cognition modelling. Adaptive Resonance Theory (ART) are 
biologically-inspired computational models capable of performing fast and stable pattern 
recognition, memory, knowledge discovery and a myriad of autonomous processes.  
 

My research work centered on Adaptive Resonance Theory is by nature interdisciplinary, 
spanning several interrelated fields, including neural networks, cognitive science, 

computational neuroscience, artificial intelligence, knowledge discovery, machine learning, 
text mining, information fusion, intelligent agents and personalization. 

 
My key research contributions can be broadly organized into two core areas, namely (1) 
Cognitive and Neural Systems; and (2) Multimodal Information Mining and Fusion. This 
research statement shall review my key contributions in these two core research areas, along 
with two major tracks of translational projects I have undertaken: The first track is a series of 
projects in collaboration with DSO National Laboratories in developing Biologically Inspired 
Cognitive Architectures and intelligent Computer Generated Forces (iCGF). The other 
track consists of projects under the umbrella of Aging in Place for the development of 
assistive technologies for supporting the active living of elderly. 
 
CORE RESEARCH AREA 1: COGNITIVE AND NEURAL SYSTEMS 
 

My long-term research interest has been on developing 
biologically-inspired neural architectures with high level cognitive capabilities. 

 
My doctoral thesis research at Boston University was on the integration of symbolic and 
neural systems. Specifically, I showed that the famous class of self-organizing neural 
networks, known as Adaptive Resonance Theory (ART), can be generalized naturally into a 
bidirectional model called Adaptive Resonance Associate Map [TAN95] to support both 
supervised learning and associative recall. In addition, the resultant predictive ART 
architecture is compatible with symbolic rule-based knowledge and can be used for domain 
knowledge insertion, refinement, and extraction [CT95, TAN97]. This research result has 
important implications as it lays the foundation for intelligent systems that integrate the 
complementary strengths of symbolic and neural systems. My PhD research was further 
expanded as part of a collaboration project with the Japan’s Real World Computing 
partnership (RWCP, http://www.rwcp.or.jp) from 1994 to 1997. The key papers published 
during the period contained many important results, which subsequently spurred my work in 
brain-inspired cognitive systems. 
 

http://www.rwcp.or.jp/
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My more recent work on cognitive and neural system research has focused on integrated 
cognitive architectures, with capabilities of learning, memory, reasoning, and self-awareness. 
Following the embodied cognition approach, a further generalization of the ART model leads 
to a learning model called Fusion Architecture for Learning and Cognition (FALCON) that 
enables an agent to operate and learn in a dynamic environment through reinforcement 
learning [TAN04, TLX08, TTZ15, XT07, XT13, WT15]. More importantly, the generalized 
fusion ART model [TCG07, TSWM19] provides new insights into how various memory 
modules in the human brain interact with each other and forms the foundation of emergent 
high-level cognition [WST12, WST17].  
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CORE RESEARCH AREA 2: MULTIMODAL INFORMATION FUSION AND ANALYSIS 
 
Information is power. The ability to access and use information holds the key to success in 
many strategic domains.  However, a large proportion of information today is in free-form text 
(just like this document). This motivated my research work on internet content mining, 
document categorization/clustering, personalization, and knowledge discovery from text.  
 
Specifically, as the principal investigator of multiple projects, I pioneered the development of 
several text mining techniques that address the issues of making sense out of continual and 
large–scale text document inputs in a real-time incremental manner. 
 

http://www3.ntu.edu.sg/home/asahtan/Papers/ARTMAP%20Rule%20Extraction-CS95.PDF
http://www3.ntu.edu.sg/home/asahtan/Papers/ARTMAP%20Rule%20Extraction-CS95.PDF
http://www3.ntu.edu.sg/home/asahtan/Papers/ARAM%20NN95.pdf
http://www3.ntu.edu.sg/home/asahtan/Papers/Cascade%20ARTMAP-TNN97.pdf
http://www3.ntu.edu.sg/home/asahtan/Papers/Cascade%20ARTMAP-TNN97.pdf
http://www3.ntu.edu.sg/home/ASAHTan/Papers/2007/II%20ISNN07.pdf
http://www3.ntu.edu.sg/home/ASAHTan/Papers/2007/II%20ISNN07.pdf
http://www3.ntu.edu.sg/home/asahtan/Papers/Predictive%20NN%20for%20Gene%20Expression%20Analysis.pdf
http://www3.ntu.edu.sg/home/asahtan/Papers/Predictive%20NN%20for%20Gene%20Expression%20Analysis.pdf
http://www3.ntu.edu.sg/home/asahtan/Papers/2008/TD-FALCON%20TNN%2004359212.pdf
http://www3.ntu.edu.sg/home/asahtan/Papers/2008/TD-FALCON%20TNN%2004359212.pdf
http://www3.ntu.edu.sg/home/asahtan/Papers/2007/MA%20TSMC-B07.pdf
http://www3.ntu.edu.sg/home/asahtan/Papers/2007/MA%20TSMC-B07.pdf
http://www.springerlink.com/content/ht78368hgg21718k
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Our work on text classification has focused on the automatic classification of free-form 
documents according to user-defined categories using machine learning methods in an on-
line and incremental manner. Using Adaptive Resonance Theory model that integrates both 
machine learning and domain knowledge, we are able to build document classifiers in an 
incremental manner, with a natural transition from human-directed operation to automatic 
routing. Traditional information organizing techniques can be either supervised (classification) 
or unsupervised (clustering). To combine the complementary strengths of the two paradigms, 
I developed a self-organizing model that provided the functions of both classification and 
clustering. Given a set of text documents, the system is able to discover groupings (clusters) 
through unsupervised learning. However, when user preference is given, the documents can 
be classified according to the user-defined categories (as in a supervised learning system) 
[TOP04]. The patented technique called user-configurable clustering forms the core of our 
business/competitive intelligence SDK software. 
 

Information in the ubiquitous media age is typically fragmented and appears in various 
unstructured and unlabelled forms as data, text, image, audio, and video. In a joint project 
with the A*STAR Institute for Infocomm Research (I2R), we developed a framework and the 
critical technologies for analyzing, organizing, and delivery of mixed media information. As 
domain knowledge is the basis of media analysis and service delivery, we developed a suite 
of techniques for learning domain ontologies automatically from a given set of document 
collection [JT09b]. We further developed algorithms for learning user ontology based on a 
specialization of domain ontology [JT10]. On the challenging problem of media 
understanding, I introduced the use of domain ontology for bridging the semantic gap 
between raw image features and high level concepts. For integrating multimedia data, I 
proposed to develop a fusion model that associates visual features of images and keyword 
features of text annotation and performs cross-media associative pattern recall [JT09a]. This 
project has contributed to the Singapore’s key thrust in Interactive and Digital Media (IDM), 
through the development of technologies for automatic analysis of media data and production 
of digital media content. The key technologies developed in this project have been integrated 
into a showcase prototype, known as Media Workbench. In recent work, we further extended 
the model of Adaptive Resonance Theory to incorporate self-scaling vigilance control and 
applied it to social media data analysis [MTW16, MTW19, MTM19]. 
 
SELECTED PUBLICATIONS 
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http://www3.ntu.edu.sg/home/asahtan/Papers/2009/I-T%20Association%20TKDE.pdf
http://www3.ntu.edu.sg/home/ASAHTan/Papers/2009/User%20Ontology%20INS%202009.pdf
http://www3.ntu.edu.sg/home/ASAHTan/Papers/2009/User%20Ontology%20INS%202009.pdf
http://dx.doi.org/10.1016/j.ins.2009.04.005
http://www3.ntu.edu.sg/home/ASAHTan/Papers/2010/CRCTOL%20JASIST%202010.pdf
http://www3.ntu.edu.sg/home/ASAHTan/Papers/2010/CRCTOL%20JASIST%202010.pdf
http://erlab.ntu.edu.sg/publications/papers/asahtan/FOCI%20KAIS04.pdf
http://erlab.ntu.edu.sg/publications/papers/asahtan/FOCI%20KAIS04.pdf
http://www.ntu.edu.sg/home/asahtan/papers/2007/Mining%20TKDE07.pdf
http://www.ntu.edu.sg/home/asahtan/papers/2007/Mining%20TKDE07.pdf
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Learning Systems, Vol. 27, No. 12 (2016) 2656-2669. 

[MTW19] Lei Meng, Ah-Hwee Tan and Donald C. Wunsch II. Adaptive Resonance Theory in Social 
Media Data Clustering: Roles, Methodologies, and Applications. Springer, 2019. 

[MTM19] Lei Meng, Ah-Hwee Tan and Chunyan Miao. Salience-aware adaptive resonance theory for 
large-scale sparse data clustering. Neural Networks, 120 (2019) 143-157. 

 

TRANSLATIONAL PROJECTS ON BIOLOGICALLY-INSPIRED COGNITIVE ARCHITECTURES AND 
INTELLIGENT COMPUTER GENERATED FORCES (ICGF) 

Although many cognitive models have been proposed over the years, most of them rely on 
high level specifications and are not designed to learn and function continuously in real time 
[QTN09, DTF12]. Under a long-term collaboration with DSO National Laboratories since 
2007, we embarked on a series of projects to develop biologically inspired integrated 
cognitive architectures by tapping the know-how in the fields of neurobiology and cognitive 
science. Specifically, I proposed an integrated self-organizing neural architecture, known as 
FALCON-X, which provides a unified framework for integrating a core set of high-level 
cognitive capabilities, namely awareness, declarative knowledge representation, and 
reinforcement learning [TN11].  

Within the overall architectural framework, we conducted in-depth study into a co-evolution 
theory for the representation, learning, and processing of human declarative memory, 
comprising the episodic and semantic memory. By taking an interdisciplinary approach, we 
investigated the process of episodic memory formation [WST12] and how such episodic 
representation may be translated into the more structured and permanent semantic memory 
store [SWT12]. Working from the other way round, we also studied and modelled the role of 
semantic memory in making sense of one’s experience and guiding decision making in 
procedural memory [WST17]. 
 
Our recent projects with DSO have been focusing on the development and scaling up 
intelligent Computer Generated Forces (iCGF), which are autonomous entities in game 
simulation environment [WT15]. With the integration of multi-agent deep reinforcement 
learning [PST21, PST23] and self-organizing neural networks (FALCON), we develop 
autonomous multi-agent teams, which function with a hierarchical learning and control 
architecture [ZST21, GSS24].  
 
SELECTED PUBLICATIONS 
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http://www3.ntu.edu.sg/home/ASAHTan/Papers/2009/ICA%20Survey%20-%20AI%20Review%202009.pdf
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http://www3.ntu.edu.sg/home/asahtan/papers/2010/BICA%20IAT%202010.pdf
http://www3.ntu.edu.sg/home/asahtan/papers/2010/BICA%20IAT%202010.pdf
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TRANSLATIONAL PROJECTS ON ASSISTIVE TECHNOLOGIES FOR AGING IN PLACE 
 
Aging in place is often preferred by elderly to live out their days independently and with dignity 
in the familiar comfort of their own homes. Considering that the elderly may be relatively 
immobile and living alone, it is imperative that caregiving help, both in physical and mental 
aspects, should be available to them at all times. With this motivation, this program aims to 
develop a suite of assistive technologies collectively called Silver Assistants for supporting 
living in place. 

To serve the caregiving duties for the elderly, Silver Assistants need to be proactive, be a 
good listener, who can understand the needs and feeling of the user and provide necessary 
services under appropriate circumstances. To achieve the above, the key properties of 
Autonomy and Interactivity have been developed as highlighted below. 

Autonomy Based on fusion Adaptive Resonance Theory (ART), we developed an integrated 
agent model based on which the Silver Assistants can perform a myriad of cognitive functions, 
including recognition, prediction and learning, in response to a continual stream of multi-
modal input signals received from the user [WSKT15]. The Silver Assistants make decisions 
not only based on situational factors perceived from the environment but also the user’s 
mental states characterized by his/her autobiographic memory, desire and intention [TOT11, 

http://www3.ntu.edu.sg/home/asahtan/Papers/2012/Air%20Combat%20Maneuvers%20IJCNN%202012.pdf
http://www3.ntu.edu.sg/home/asahtan/Papers/2012/Air%20Combat%20Maneuvers%20IJCNN%202012.pdf
http://www3.ntu.edu.sg/home/ASAHTan/Papers/2009/Creating%20Human-like%20Autonomous%20Players%20IAAI%2009.pdf
http://www3.ntu.edu.sg/home/ASAHTan/Papers/2009/Creating%20Human-like%20Autonomous%20Players%20IAAI%2009.pdf
https://doi.org/10.1016/j.eswa.2021.115707
https://doi.org/10.1145/3453160
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WTM16, STT20]. By modelling the internal states explicitly, the Silver Assistants can be more 
spontaneous and able to interact and learn in real time.  

Interactivity For interaction between the Silver Assistants and the users, we developed an 
intuitive user interface, through which a user may request specific services. The user could 
also interact with his/her assistants through verbal expressions, either by text or voice. More 
importantly, the Silver Assistants build an internal model of the users, with his/her profile, 
interests and preferences, and daily activity (ADL) patterns [GWTM15, GTS21]. The user 
model in turns allows the agent to make intelligent conversation and recommendations on 
topics relevant to the user [KTM15]. 

My recent projects related to assistive technologies for supporting aging in place have been 
focusing on the sensing and modelling of elderly’s in-home activities for cognitive health 
assessment. Under the Sensor In-Home for Elderly Wellbeing (SINEW) in collaboration with 
Sengkang General Hospital, we have deployed non-intrusive sensors to over 100 homes for 
monitoring the activities and cognitive health of elderly living on their own. Based on the digital 
biomarkers extracted from the sensor data, our predictive models, based on fusion ART, are 
able to achieve high predictive accuracy, outperforming state-of-the-art machine learning 
models [TYS24]. We are currently working with research team at A*STAR IHPC on a project 
under the SMU-A*STAR Joint-Lab, where we integrate the activity data from in-home sensors 
and wearables for a more comprehensive modelling of human behaviours for cognitive health 
assessment. 
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