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Background 
  
My primary research interests are data mining and machine learning. I always feel it 
is interesting to discover insights from data and to explain insights from data and 
models. My primary research area for machine learning includes natural language 
processing with applications in medical data and educational data. In addition to data 
mining and machine learning, I am also interested in (1) building systems to assist an 
entire machine learning pipeline from data collection to model refinement and then to 
providing human-interpretable feedback; and (2) combining machine learning with 
decisions making and optimization problems. 

 

Research Areas  
 
Context Aware Research in Knowledge Graph and Natural Language Processing 
 
It is very challenging to build an AI system that thinks and speaks like a human. 
Current AI systems often lack understanding of the context, and that is exactly why 
when we human are interacting with bots, we feel the bots are always talking or asking 
out of context. Therefore, it is important to have context aware AI systems. The 
emergence of ChatGPT has shown us a possibility to combine globally trained large 
language models (LLM) with locally available context information. My next-step 
research is to tune LLM with local context, so that answers can be answered more 
precisely according to the context under which questions are posed. If we could have 
a context aware AI system, all domain specific question and answer tasks can be 
automatically taken care of, and this saves huge cost for the business. 
 
It is however not straightforward to build such context-aware AI systems. We either 
need to build the knowledge graph with the help of LLM, or directly fine-tune the pre-
trained embedding of questions with the context information, and then provide 
answers which are generated with the encoded context information. 
 
Pedagogical Research 
 
One interesting question in pedagogical research is how to make education more 
effective. In this aspect, I think it is necessary to apply data mining and machine 
learning techniques to study students’ behavior data, and to derive more effective 
strategies to improve teaching effectiveness. 
 
To be more accurate in quantifying students’ learning, I have also proposed to 
combine with context to model how students are learning in a pedagogical knowledge 
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graph. This should not be limited to just one course; it can be extended to a 
programme or to a conventional stage of education. Therefore, I have been diligently 
seeking research grants that can support my research in pedagogy. I have considered 
both education grants for primary and secondary education, as well as education 
grants for adult learning. My aim in educational research is (1) to alleviate teachers 
from mundane tasks, allowing them to dedicate more time to foster creativity; and (2) 
to nurture students' self-directed learning and match the evolving trends of changes 
in education. 
 
Optimization Research 
 
The third research question I am working on is on decision making and optimization 
research. In particular, how do we optimize vehicles and routing with coalited 
objectives or objectives at different levels of priority. These are common questions to 
logistic companies, and I wish to apply machine learning techniques to enhance such 
decision-making process. 
 
Gen AI Validation 
 
Gen AI has gone beyond human’s ability in handling images and language processing. 
This leaves a big question to us, how would human know what Gen AI generates is 
“correct”. More research is needed to find out a systematical framework in validating 
AI’s output. This direction is what I plan to put more effort into in the next few years. 
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