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Background 

My research interests center on the application of formal methods to enhance the 
safety and security of a wide range of systems, with a recent emphasis on 
fundamental AI models and AI-enabled systems. I am particularly drawn to the 
potential of systematic and rigorous approaches, grounded in formal reasoning, to 
bring greater structure and reliability to complex technological landscapes. By 
fostering a more organized and predictable foundation for these systems, I aspire to 
contribute to creating a world that is not only more secure but also more conducive to 
human flourishing and enjoyment. 

Research Areas  

AI Safety and Security: My research group has been actively engaged in a series of 
studies focused on multiple critical aspects of AI safety and security, including: 

1. Evaluating the safety and security of foundational AI models, 

2. Developing systematic methodologies for improving the safety and security of 
AI systems, and 

3. Establishing frameworks for certifying the safety and security of AI models and 
AI-enabled systems. 

Our goal is to advance this line of inquiry in the coming years by developing innovative 
techniques and tools with tangible impact. These contributions may take the form of 
theoretical breakthroughs that reshape the community's understanding and approach 
to AI safety, or practical methodologies that gain widespread adoption in industry. We 
firmly believe that the importance of addressing AI safety and security cannot be 
overstated, as it is foundational to the responsible development and deployment of AI 
technologies. 

New Approaches to Software Engineering: In addition to AI safety, my research group 
is investigating the transformative impact of AI on software engineering practices. 
Specifically, we are conducting a series of studies to evaluate whether AI technologies 
could potentially replace human programmers in the near future. This research is 
particularly significant given its potential to directly affect millions of software 
engineers worldwide. By understanding and addressing these changes, we aim to 
contribute to the evolution of software engineering practices in ways that ensure their 
relevance and utility in an increasingly AI-driven landscape. 
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Abnormal Examples, ACM Transactions on Software Engineering 
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